
DOCUMENT RESUME

ED 476 138 TM 034 890

AUTHOR DeMars, Christine E.

TITLE Recovery of Graded Response and Partial Credit Parameters in
MULTILOG and PARSCALE.

PUB DATE 2002-04-00
NOTE 28p.; Paper presented at the Annual Meeting of the American

Educational Research Association (Chicago, IL, April 21-25,
2003).

PUB TYPE Reports Research (143) Speeches/Meeting Papers (150)
EDRS PRICE EDRS Price MF01/PCO2 Plus Postage.
DESCRIPTORS *Computer Software; Item Response Theory; Simulation;

*Statistical Analysis; Statistical Distributions
IDENTIFIERS Graded Response Model; *MULTILOG Computer Program; *PARSCALE

Computer Program; Partial Credit Model

ABSTRACT

Using simulated data, the MULTILOG and PARSCALE software
packages were compared for their recovery of item and trait parameters under
the graded response and generalized partial credit item response theory
models. The shape of the latent population distribution (normal, skewed, or
uniform) and the sample size (250 or 500) were varied. Parameter estimates
were essentially unbiased under all conditions, and the root mean square
error was similar for both software packages. The choice between these
packages can therefore be based on considerations other than the accuracy of
parameter estimation. (Contains 3 tables, 5 figures, and 22 references.)
(Author/SLD)

Reproductions supplied by EDRS are the best that can be made
from the original document.



Running head: MULTILOG and PARSCALE

PERMISSION TO REPRODUCE AND
DISSEMINATE THIS MATERIAL HAS

BEEN GRANTED BY

C. DeMars

TO THE EDUCATIONAL RESOURCES
INFORMATION CENTER (ERIC)

1

Recovery of Graded 1

U.S. DEPARTMENT OF EDUCATION
Office of Educational Research and Improvement

EDUCATIONAL RESOURCES INFORMATION
CENTER (ERIC)

his document has been reproduced as
received from the person or organization
originating it.

Minor changes have been made to
improve reproduction quality.

Points of view or opinions stated in this
document do not necessarily represent
official OERI position or policy.

Recovery of Graded Response and Partial Credit Parameters in MULTILOG and PARSCALE

Christine E. DeMars

James Madison University

Co
zt
O

Paper presented at the annual meeting of the American Educational Research Association,

Chicago. (2002, April).

BEST COPY AVAILABLE



Recovery of Graded 2

Abstract

Using simulated data, MULTILOG and PARSCALE were compared on their recovery of item

and trait parameters under the graded response and generalized partial credit item response

theory models. The shape of the latent population distribution (normal, skewed, or uniform) and

the sample size (250 or 500) were varied. Parameter estimates were essentially unbiased under

all conditions, and the root mean square error was similar for both software packages. The choice

between these packages can therefore be based on considerations other than the accuracy of

parameter estimation.
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Recovery of Graded 3

Recovery of Graded Response and Partial Credit Parameters in MULTILOG and PARSCALE

MULTILOG (Thissen, 1991) and PARSCALE (Muraki & Bock, 1997) are two

commercially-available software packages that will provide item parameter and trait parameter

estimates for a variety of polytomous models. Both packages will estimate Samejima's (1969)

graded response model, Masters' (1982) partial credit model (including a generalized partial

credit model, an extension that allows different slopes across items), and the 1, 2, and 3-

parameter logistic models. In addition, PARSCALE can be used for Andrich's (1978) rating scale

model (and a variant with unequal slopes, as well as a rating-scale analogue for the graded

response model). MULTILOG can be used for the nominal response model (Bock, 1972) and the

multiple-choice model (Thissen & Steinberg, 1984). Both products use marginal maximum

likelihood, with a series of quadrature points approximating the density at discrete points of the

latent population distribution. In PARSCALE, either the normal distribution can be assumed for

the latent distribution, or the shape of the distribution can be approximated by estimating the

density at each quadrature point after each iteration in the item parameter estimation (scaling it

after each step to have a mean of zero and standard deviation of one, but not necessarily a normal

distribution). In MULTILOG, though the metric of the item parameters is still scaled such that

the mean of the estimated latent distribution is zero and the standard deviation is one, the normal

distribution is assumed unless the user requests estimation of the population distribution with

Johnson curves, a complicated procedure "not recommended for routine or casual use" (Thissen,

1991, p. C-1).

Though there have been studies comparing software packages for dichotomous items

(Carlson & Locklin, 1995; Drasgow, 1989; Kirisci, Hsu, & Yu, 2001; Mislevy & Stocking, 1989;

Ree, 1979; Swaminathan & Gifford, 1983; Yen, 1987), there has been little work comparing IRT

packages for polytomous items. Childs and Chen (1999) illustrated how the parameters from
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MULTILOG and PARSCALE could be put on the same metric. Using the graded response

model and the generalized partial credit model, they gave an example based on a single set of

real data. They showed that MULTILOG and PARSCALE provided similar item parameter

estimates in their dataset (differences ranged from 0.00 to 0.06 for the a parameters and 0.00 to

0.08 for the c parameters), but only a single dataset was studied.

Several researchers have examined the recovery of parameters in MULTILOG alone.

Reise and Yu (1990), working with the graded response model, found discrimination and

category RMSE was about the same for normal and skewed population distributions, and slightly

smaller for uniform distributions (and conversely for the correlation between true and estimated

parameters). Sample size made the largest difference in RMSE for the item parameters (the

authors suggested a minimum sample size of 500 as a general heuristic). For the ability

parameters, estimated through modal a-posterior (MAP) methods with a normal prior, the RMSE

was slightly, but not substantially, larger for the uniform distribution.

Choi, Cook, and Dodd (1997) studied the recovery of partial credit model item and ability

parameters (the traditional model with equal slopes, not the generalized partial credit model).

They varied sample size, number of items, and number of item categories, and found that the

sample size needed to have reasonable correlations and RMSEs between estimated and true

category parameters depended on the number of item categories. When there were more

categories, the RMSEs for item parameters were larger. The accuracy of the ability estimates was

influenced more by the number of items and the number of categories (increases in either led to

improved estimation) than the sample size used to calibrate the items.

Some of the work with dichotomous items showed non-normal trait distributions led to

poorer estimates of the item parameters, particularly discrimination (Ree, 1979; Stone, 1992;

Swaminathan & Gifford, 1983). In Swaminathan & Gifford, skewed distributions were more
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problematic than uniform or platykurtic distributions. Ree found lower correlations between true

and estimated parameters, especially discrimination and guessing, for a skewed distribution than

for uniform or normal distributions. Stone looked at item and ability recovery with the two-

parameter model using MULTILOG. He found the non-normal distributions led to greater bias in

item discrimination estimates, but did not greatly effect RMSE of discrimination or bias/RMSE

for item difficulty or ability. Seong (1990), using BILOG and a 2-PL model, varied both the

prior distribution and the data distribution. Both item difficulty and discrimination were

estimated somewhat better (smaller bias and RMSE) when the prior matched the data; ability

estimates were influenced even more, but Seong used EAP estimation so the ability parameters

were directly affected by the prior distribution, not just through the effect of the prior on the item

parameter estimates. In contrast, Kirisci, Hsu, and Yu (2001), found little effect for distribution

shape on estimating either item or person parameters. Similarly, Reise and Yu (1990) found

RMSE was equal for normal and skewed distributions, and only slightly smaller for uniform

distributions.

The purpose of this study was to compare MULTILOG and PARSCALE on accuracy in

item and person parameter recovery for the graded response and generalized partial credit

models. Because both programs use marginal maximum likelihood estimation (though the exact

algorithms may differ), it was expected that the results would generally be similar for both

programs, except possibly when the data were drawn from a non-normal distribution (because

MULTILOG does not adjust the estimated latent population distribution beyond the first two

moments).
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Method

Data simulation

Two models were studied, the graded response model and the generalized partial credit

model. The graded response model was parameterized as:

Pi; (0) =
e

1.7ai(Obip

1 + e
1.7ai(0bip

(1)

where

Pii+(0) is the probability of scoring/selecting category j or higher for item i, given trait score

0,

a; is the item discrimination, and

hi is the category parameter (threshold) for category j in item i.

There is one less category parameter than the number of categories (the probability of choosing

the first category or higher is one, so the first threshold occurs between the first and second

categories, or scores 0 and 1) and a five-category item would have four category parameters. In

PARSCALE, the category parameters are separated into an item location (constant for all

categories within an item) and a category distance from the item location; for this study, the

estimated category parameter was subtracted from the item location to put the PARSCALE

estimates in terms of equation (1). In MULTILOG, there is no 1.7 in the function, so the a-

parameter estimate from MULTILOG was divided by 1.7 to make it comparable to equation (1).

The 1.7 was included in the model here to make the scaling commensurable with familiar

dichotomous models.

The generalized partial credit model (not the traditional partial credit model, but a

generalization with varying item discriminations) was parameterized as:
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(2)

where

Pij(0) is the probability of scoring/selecting category j in item i, given trait score 0 (unlike

the graded response model, it is the probability of scoring exactly j, not j or higher),

ai is the item discrimination,

bi; is the category parameter (step difficulty) for category j (the transition where j 1 and j

are equally likely), and

mi is the number of categories for item i (numbered from 0 to mi 1 here).

As in the graded response model, there is one less step difficulty than the number of categories;

there is no parameter for the first category because the first transition is between the first and

second categories (0 and 1), and 0 -1)10 is defined to be 0 for any 0 (or the summations can start

at j = 1 if one is added to the denominator). In PARSCALE, as for the graded response model,

the category parameters are separated into an item location (constant for all categories within an

item) and a category distance from the item location; for this study, the estimated category

parameter was subtracted from the item location to put the PARSCALE estimates in terms of

equation (2). In MULTILOG, the generalized partial credit model is obtained by putting

constraints on the nominal response model (polynominal contrasts on the a parameters, with the

quadratic and higher terms fixed to zero, and triangle contrasts on the c parameters). Childs and

Chen (1999) described how the parameters and contrast matrices from MULTILOG can be

transformed to the discrimination and step parameters in equation 2; in addition, for the present

study the discriminations were re-scaled to take into account the constant of 1.7 instead of 1.
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For each of these models (graded response and generalized partial credit), item

parameters were simulated for a 10-item test', with 5 response categories in each item. Ten items

would seem short for a dichotomous test, but would be realistic for a test with complex

constructed responses, or an attitude survey. The logs of the discrimination parameters were

randomly selected from a normal distribution with a mean of -0.5 and standard deviation of 0.2

(the discriminations themselves had a mean of 0.62 and standard deviation of 0.12; polytomous

items can have relatively low discriminations compared to dichotomous items while still

providing more information because each category adds to the item information). The first

category parameters for each item was drawn from a uniform distribution between -2 and 1, and

successive category parameters in the same item were 0.33 units apart. Different item parameters

were used for each replication, because with the small number of items used for each test,

idiosyncrasies in the particular set of items chosen (such as easy items being paired with low

discriminations by chance) could have influenced the results if the same items has been used

across replications.

Simulees were drawn from one of three distributions: normal [0, 1], uniform [-1.73,

1.73], or beta [2, 5.5], which produced a positively skewed distribution. The normal and uniform

distributions had a mean of zero and a standard deviation of one, and the skewed distribution was

resealed (by subtracting 0.267 and multiplying by 6.59) so that it also had mean zero and

standard deviation one. Both PARSCALE and MULTILOG can scale the item parameters such

that the estimated latent distribution (the posterior quadrature distribution) has mean zero and

standard deviation one, so there was no need for re-scaling and equating errors would not be

compounded with estimation error. Each population distribution was crossed with two sample

sizes: 250 and 500. Five hundred has been recommended as a minimum sample size for the

I Initially, there were plans to try a longer test as well to see if the two packages gave more similar results with a
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graded response model (Ankenmann & Stone, 1992; Reise & Yu, 1990), and 250 was chosen as

well to test whether differences between the packages were greater with smaller-than-

recommended sample sizes.

One hundred replications were conducted with different item parameters and different

sets of simulees. Because different item parameters were used in each replication, bias and

RMSE were calculated across items as well as replications (for example, item 1 was different in

each replication, so it was not particularly meaningful to calculate the bias for item 1 separately

from the other items).

Calibration

In PARSCALE, the logistic metric was used with a constant of 1.7. The options

FREE=(0,1) and POSTERIOR were used to estimate the posterior distribution after each E and

M step and scale it to have a mean of 0 and a standard deviation of 1. Up to 100 EM cycles and 2

Newton cycles were allowed, with a stopping criterion of 0.01. Defaults were used for all other

specifications. In the case of the partial credit model, a number of replications2 either failed to

converge or caused floating point errors or resulted in one or more items with extreme category

parameters (absolute values greater than 5, generally in the double-digits). Most of these cases

ran fine when prior distributions were used for the item parameters or when the constant was

changed from 1.7 to 1 (discrimination parameters were later re-scaled to compensate), and a few

needed both these changes and extra iterations.

In MULTILOG, 30 quadrature points, evenly spaced from -4 to 4, were used to

correspond to PARSCALE's defaults. Up to 100 cycles were also allowed. Otherwise, default

longer test, but this seemed unnecessary in light of the results with the short 10-item test.
2 For the samples of 500 simulees, these problems occurred in 18 replications for the normal distribution, 24 for the
skewed, and 18 for the uniform. For the samples of 250 simulees, these problems occurred in 19 replications for the

normal distribution, 19 for the skewed, and 10 for the uniform.
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values were used for other specifications. The parameters were modified as described in the

explanation of equations (1) and (2).

In both packages, trait parameters were estimated by direct maximum likelihood, not

Bayesian methods (the Bayesian methods available are somewhat different in the two packages:

MULTILOG uses modal-a-posterior estimation and PARSCALE uses expected-a-posterior

estimation). Simulees with zero or perfect scores were omitted from the comparisons of theta

estimates.

Analyses

The accuracy in parameter recovery was measured by bias and root mean square error

(RMSE). Bias for an item or trait parameter was defined as the mean difference, across

replications and items/people, between the estimated value and the true value.

n m
E E (A A

1.j
)

biaS A = j=11=1
nm

(3)

where

A is an item parameter (discrimination or category parameter) or trait parameter,

Ati is the ith specific instance of A in replication j

Aki is the estimate of parameter Al for replication j,

m is the number of instances of A in replication j (10 for the discrimination, 40 for the

category parameters, 500 for the trait parameter), and

n is the number of replications.

RMSE was the square root of the average squared difference between the true and estimated

values.
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(4)

where the symbols are as defined for (3).

The estimates from of MULTILOG and PARSCALE were also compared to each other.

If there were chance differences between the data samples and the population, or anything about

the general marginal maximum likelihood procedure that would tend to produce inaccuracies, the

estimates from the two packages would be more similar to each other than to the true values. The

square root of the average squared difference between the estimates will be termed the root mean

square difference (RMSD, similar to RMSE except that there are two estimates instead of an

estimate and a true value for the parameter) and was calculated as

RMSD A 1

n m , ,,

E E (Ai; AO-
J.Ii.i

nm
(5)

where

A, m, and n are as defined for (3),

Al is the estimate from MULTILOG of the ith specific instance of A in replication j,

and Aii is the estimate of the same instance of the parameter from PARSCALE.

Results

The bias and RMSE and the difference and RMSD between MULTILOG and

PARSCALE for each condition are reported in Table 1 for the discrimination parameter. The

same information is shown in Table 2 for the category (step or threshold) parameters.

insert Table 1 about here
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The discrimination parameters showed very little bias, though in a relative sense bias was

greater for PARSCALE than for MULTILOG except when the trait parameters were uniformly

distributed. RMSEs were similar across conditions, except that the MULTILOG partial credit

RMSEs tended to be the smallest. The sample of 250 simulees also had negligible bias, with

RMSEs about 45% (range 36%-46%) higher than in the sample of 500 for PARSCALE, about

50% (range 43%-56%) higher for MULTILOG graded response, and variable (range -6% to

37%) for MULTILOG partial credit. The RMSD between MULTILOG and PARSCALE

remained small for the sample of 250, though it was higher than it had been for the sample of

500 for the graded response model (range 49% to 144%) and lower for the partial credit model

(range -14% to -68%). The RMSD were small to begin with, so large percentage changes should

be interpreted accordingly.

To obtain a more quantitative comparison of the factors, the variance in the logs of the

absolute differences between true and estimated parameters was partitioned, using maximum

likelihood methods available in the VARCOMP procedure in SAS 8.01. Because the items were

different in each replication, it was not possible to calculate a RMSE across replications for each

item, and the RMSE of an item parameter within a replication is simply the absolute value of the

difference between the true and estimated values--because these values were highly skewed, the

natural log transformation was used for the variance decomposition. The factors were software

package, trait distribution, and sample size; replication and item within replication were left in

the error term. The graded response and partial credit models were analyzed separately. Sample

size accounted for 3% of the variance in the graded model, and 2% in the partial credit model.

No other factor accounted for as much as 1% of the variance in the partial credit model, but the

three-way interaction between package, distribution, and sample size accounted for 35% of the
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variance in the graded response model. The three-way interaction was not due to any particular

cell being unexpectedly large, and at this point it could conceptually be considered random error.

insert Table 2 about here

As seen in Table 2, there was virtually no bias in the category parameter estimates (the

same was true for the sample of 250). MULTILOG and PARSCALE had nearly identical

RMSEs. For the sample of 250, RMSEs were about 50% higher (range 42% - 67%), and the

RMSD between MULTILOG and PARSCALE remained small with a tendency to be larger

(range -17% to 82%, again percentages seem large because the base RMSD was small to begin

with) than in the sample of 500.

For the category parameters, the RMSE was also calculated separately for each category.

In Figures 1 and 2, the RMSEs are plotted for each category separately. The RMSE was slightly,

but consistently, larger for the first and last category parameters, similar to the findings of Reise

and Yu (1990).

insert Figures 1 and 2 about here

Again, the variance in the logs of the absolute differences between true and estimated

parameters was decomposed, this time into variance due to software package, distribution,

sample size, and item category. Sample size accounted for 2% of the variance under both the

partial credit and graded response models, and the three-way interaction between package,

distribution, and sample size accounted for 20% of the variance in the graded response model.

This interaction appeared to be primarily due to larger RMSE for MULTILOG when the trait

distribution was skewed, but only for the smaller sample of 250.

For the trait parameters, bias and RMSE/RMSD for the sample size of 500 are displayed

in Table 3. There was essentially no bias in any condition. The RMSE for the samples of 250
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(not displayed) were only 1% to 3% larger; this is consistent with other studies showing sample

size has little effect on recovery of trait parameters, even when sample size impacts the accuracy

of the item parameter estimates on which the trait estimates are based (Ankenmann & Stone,

1992; Choi, Cook, & Dodd, 1997; Reise & Yu, 1990; Stone, 1992). The RMSE was about 70-

80% larger for the graded response model than for the generalized partial credit model. RMSE

was nearly the same for MULTILOG and PARSCALE (and the RMSD between them was very

small). RMSE did not appear to depend on the population distribution. Again, the trait

parameters were estimated by direct maximum likelihood, not Bayesian procedures, so the

parameters would have been influenced by the population distribution only through any effects

of the distribution on the estimation of item parameters.

insert Table 3 about here

Bias is plotted by trait level in Figures 3-5. Simulees were grouped by theta into the

following intervals: (<-3), [-3, -2), [-2, -1), [-1, 0), [0, 1), [1, 2), [2, 3), (>=3). Due to the way the

uniform and skewed distributions were defined for this study, the uniform distribution had no

simulees in the two upper or two lower groups, and the skewed distribution had no simulees in

the two upper groups. When these extreme groups were present, however, the thetas within these

groups were clearly biased towards the mean; very low thetas had estimates greater than the true

thetas and very high thetas had estimates less than the true thetas. This appears odd because

maximum likelihood estimates are typically slightly biased away from the mean (Wang, Hanson,

& Lau, 1999;Wang & Wand, 2001). However, in this example no trait value was estimated for

simulees who scored in the lowest category on all items or in the highest category on all items.

Though these simulees were only a small proportion of the total sample, they were a sizable

proportion of the groups with thetas < -2 or > 2 (40-50% in the two most extreme groups, around
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16% (graded response) or 11% (partial credit) in the next most extreme intervals). The remaining

simulees in these groups were those who scored higher (lower) than expected based on their

thetas, thus the bias towards the mean. The bias was small in the remaining groups.

insert Figures 3-5 about here

Limitations

One limitation to the generalization of this study is that the category parameters were

evenly spaced on the theta scale. Also, even the highest and lowest categories were never

extreme relative to the simulees. This meant that sparse categories were rare; for the partial credit

model the smallest categories averaged around 70 simulees and for the graded response model

the smallest categories averaged just over 30 simulees. In data sets where sparse categories were

more frequent, RMSEs would tend to be higher, at least for some parameters. However, there is

no reason to suggest that the RMSD between MULTILOG and PARSCALE would be

systematically different.

Conclusions

MULTILOG and PARSCALE item and trait parameter estimates were very similar, as

indicated by the root mean square difference between them. This was true for both the graded

response model and the generalized partial credit model, and for normal, skewed, and uniform

trait distributions. Users can feel free to choose between MULTILOG and PARSCALE based on

other factors, such as availability, ease of use, speed, and other personal preferences rather than

accuracy.
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Table 1

Bias, RMSE, and RMSD for Discrimination Parameters

Population
Distribution

MULTILOG

Bias RMSE

PARSCALE

Bias RMSE

MULTILOG -
PARSCALE

Difference RMSD

Graded Response, N = 500

Normal 0.009 0.095 0.018 0.099 -0.009 0.019

Skewed 0.005 0.097 0.016 0.097 -0.011 0.038

Uniform 0.031 0.093 0.025 0.088 0.006 0.015

Partial-Credit, N = 500

Normal 0.010 0.072 0.030 0.121 -0.020 0.087

Skewed 0.005 0.079 0.020 0.085 -0.015 0.052

Uniform 0.031 0.076 0.027 0.094 0.004 0.064

Graded Response, N = 250

Normal 0.016 0.137 0.032 0.150 -0.016 0.037

Skewed 0.010 0.133 0.027 0.139 -0.016 0.057

Uniform 0.040 0.136 0.037 0.138 0.003 0.037

Partial-Credit, N = 250

Normal 0.019 0.105 0.033 0.114 -0.014 0.028

Skewed 0.014 0.115 0.031 0.116 -0.018 0.045

Uniform 0.038 0.110 0.028 0.103 0.010 0.025
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Table 2

Bias, RMSE, and RMSD for Category (Step or Threshold) Parameters

Population
Distribution

MULTILOG

Bias RMSE

PARSCALE

Bias RMSE

MULTILOG -
PARSCALE

Difference RMSD

Graded Response, N = 500

Normal 0.001 0.170 0.003 0.168 -0.002 0.044

Skewed -0.017 0.178 -0.007 0.169 -0.010 0.045

Uniform -0.002 0.148 -0.002 0.145 -0.001 0.017

Partial-Credit, N = 500

Normal 0.002 0.192 0.002 0.192 0.000 0.022

Skewed -0.015 0.210 -0.002 0.195 -0.012 0.072

Uniform 0.000 0.198 0.000 0.191 0.000 0.044

Graded Response, N = 250

Normal 0.009 0.253 0.010 0.250 -0.001 0.036

Skewed -0.020 0.297 -0.011 0.267 -0.009 0.083

Uniform 0.003 0.221 0.003 0.215 0.000 0.028

Partial-Credit, N = 250

Normal 0.011 0.278 0.011 0.277 0.000 0.036

Skewed -0.012 0.297 -0.002 0.283 -0.010 0.092

Uniform -0.003 0.283 -0.003 0.277 0.000 0.047
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Table 3

Bias, RMSE, and RMSD for Trait Parameters

Population
Distribution

MULTILOG

Bias RMSE

PARSCALE

Bias RMSE

MULTILOG
PARSCALE

Difference RMSD

Graded Response, N = 500

Normal 0.001 0.671 0.001 0.675 -0.001 0.030

Skewed 0.002 0.679 -0.006 0.677 0.010 0.048

Uniform 0.000 0.650 -0.001 0.668 0.000 0.021

Partial-Credit, N = 500

Normal 0.002 0.374 0.002 0.377 0.000 0.018

Skewed 0.012 0.378 0.002 0.374 0.011 0.044

Uniform -0.001 0.391 -0.001 0.377 0.000 0.150

Graded Response, N = 250

Normal 0.006 0.680 0.006 0.667 0.000 0.046

Skewed 0.003 0.695 -0.007 0.678 0.010 0.065

Uniform 0.001 0.653 0.001 0.657 0.000 0.032

Partial-Credit, N = 250

Normal 0.007 0.379 0.007 0.375 0.000 0.033

Skewed 0.016 0.389 0.003 0.378 0.012 0.052

Uniform -0.001 0.372 -0.001 0.375 -0.001 0.032
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Figure Captions

Figure 1. RMSE of category parameters, by item category and trait distribution, for the graded

response model.

Figure 2. RMSE of category parameters, by item category and trait distribution, for the

generalized partial credit model.

Figure3. Bias of trait parameters, by trait level, for the normal trait distribution.

Figure4. Bias of trait parameters, by trait level, for the skewed trait distribution.

Figure5. Bias of trait parameters, by trait level, for the uniform trait distribution.
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